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1 Introduction
Ultra-low-latency video streaming, such as videoconferencing, has
been rapidly developed and widely used by users in recent years.
Especially for emerging applications like cloud gaming and virtual
reality, they require both extremely low latency (tens of millisec-
onds even at the 99th percentile) and good video quality to achieve
great quality of experience [9].

Packet loss and loss recovery are consequently critical to achieve
such a goal. On the Internet, packet loss can unpredictably happen at
any time due to wireless interference [8] or network congestion [3].
The packet loss is also believed to result in the degradation of video
quality. To ensure good video quality, existing efforts will try their
best to reliably deliver packets and recover the lost packets, with
retransmissions [2, 6, 7] or forward error correction (FEC) [4, 9, 10].

However, none of the solutions are perfect. FEC-based methods
will probably over-protect the video stream with considerable band-
width costs (up to 10x of the actual loss rate [9]), and still have to
rely on retransmission when the recovery fails. Retransmission, on
the contrary, introduces the delay of at least one RTT. Making mat-
ters worse, the retransmitted packet will also have the head-of-line
blocking effect for subsequent packets since the video decoder has
to decode the whole frame together. In this case, the loss of one
packet will block the decoding of the whole video frame and even
subsequent frames. This has become more and more severe with
the increase of video resolution and frame size recently.
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(a) Normal Frame. (b) One lost packet (index=0.75).

Figure 1: Some packets are not imporatant to the user experience –
the SSIM between two pictures are 0.97.

We identify that one missing question in the packet loss recovery
is whether these lost packets are really necessary to recover for the
application. That is to say, although the transport layer strives to
reliably deliver every packet, including both TCP-based or UDP-
based [8], some of the recovery efforts might be unnecessary for
the application. Especially for conventional video codecs such as
libx264, the video decoder supports the error concealment with
intra-frame neighbor contents1 – the decoder can recover the miss-
ing regions caused by packet loss using other auxiliary information.
In this case, the loss of some packets has minimal influence on the
video quality.

We present two decoded images from [11] in Fig. 1 to further
demonstrate the case. We manually create a packet loss when trans-
mitting Fig. 1a, pad the missing bits with zero, and decode it into
Fig. 1b. We enable the error concealment in libx264 at the decoder.
The visual differences between Fig. 1a and Fig. 1b are very slight.
It indicates that the lost packet is not significant to the user ex-
perience. Then we conduct an experiment to further explore the
significance of each packet in a frame. As shown in Fig. 2, 40% of
packet losses in our preliminary experiments are not necessary to
recover with the degradation on SSIM2 of less than 0.05, only 20%
can lead to video quality degradation of more than 0.1.

Our key insight is that we will only retransmit the lost packets
when they are really necessary to the quality degradation. In this
way, we can reduce unnecessary retransmissions and quickly de-
code the video frames to minimize the impact. However, as there
are numerous video codecs in use nowadays (e.g., VP8, VP9, AV1,
H264), how to scale our design to different codecs is also challeng-
ing. In response, we will not modify the video codecs – instead,
we will only modify the retransmission manager at the transport
layer. Moreover, determining which packets are critical to the video
quality is non-trivial since the significance is related to the video
contents. We therefore define a metric combining user experience
with load time to measure the significance of a frame to the video
1Recently, GRACE [5] proposed to codesign the video codecs with loss recovery,
which requires coordination between the encoder and decoder and brings considerable
decoding overhead (NVIDIA A40 GPU).
2Structural similarity (SSIM [12]) is a typical metric to evaluate the video quality.
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Figure 2: The loss of differ-
ent packets has different signifi-
cance to the user experience.

Figure 3: The metric is able to
distinguish the importance of
different frames.

quality. Then we differentiate retransmission packets according to
the significance. We preliminarily evaluate our idea with libx264
and an open-source video dataset, and find that our method can
reduce the end-to-end latency by up to 1/3 with negligible SSIM loss
and push forward the Pareto frontier [1] compared with baselines.

2 Design
We define the load time of a frame as the total time required to
receive all the packets. If we retransmit a packet, we may need more
time to receive the packet. Therefore, by making decisions about re-
transmission for each packet, we can effectively reduce the number
of retransmissions. However, the action space for decision-making
is exponential growth to the total number of packets, which is
deemed unacceptable. Ideally, we can retransmit only the important
packets and we find that the significance of packets is determined
by two factors:
Video quality. As shown in Fig. 2, the SSIM loss decreases when
the index of the lost packet increases. This is also related to the
mechanism of video codecs – one video frame contains tens to hun-
dreds of packets, and packets at the beginning of a frame are more
critical than packets at the end. In Fig. 2, 40% of the packet losses
will only incur an SSIM loss of less than 0.05, which is negligible to
the quality degradation.
Retransmission time. If the retransmitted packet is at the begin-
ning of a frame, the time cost is negligible because we can receive
other packets when waiting for the packet. On the contrary, when
the last packet of a frame is lost, we have to wait for at least one
RTT before we can decode the frame. In other words, the time cost
of retransmission in a frame is inversely proportional to the index
of the lost packet.

We define the expectation of SSIM loss as E[𝑆𝑖 |𝑟 ], for frame
𝑖 under a specific loss rate 𝑟 , assuming no retransmission. This
expectation represents the significance of frame 𝑖 to the overall
video quality. Additionally, we consider the expected time cost of
retransmission, which is influenced by the frame size 𝑓𝑖 . The ratio
𝑄𝑖 = E[𝑆𝑖 |𝑟 ]/𝑓𝑖 is the metric to measure the importance of a frame.
Furthermore, we define 𝑄𝑎 as the average of 𝑄𝑖 values across the
entire video and 𝜆 as the coefficient to adjust the threshold. Then
we adopt the following approach:
• If 𝜆𝑄𝑖 is higher than 𝑄𝑎 , it indicates that frame 𝑖 is crucial for
video quality, requiring retransmission of the lost packets.

• If 𝜆𝑄𝑖 falls below the average level, it suggests that those packets
of frame 𝑖 is not worth retransmitting.

Figure 4: Compare our method
with two baselines and burst
length is 8 frames.

Figure 5: Compare different
methods with different duration
of bursts.

3 Evaluation
We estimate E[𝑆𝑖 |𝑟 ] using the Monte Carlo method. Subsequently,
we perform an experiment to demonstrate the variability of 𝑄𝑖

among different frames and its effectiveness in differentiating them.
In Fig. 3, red line represents𝑄𝑎 . Notably, certain frames exhibit peak
values significantly higher than𝑄𝑎 . This observation indicates that
the metric serves as a high signal-to-noise ratio signal, enabling
easy identification of important frames.

To evaluate the effectiveness of our solution, we compare it
against two baselines: the deadline-aware and the probabilistic loss
recovery method. Deadline-aware baseline sets the maximum num-
ber of retransmissions 𝜋 per lost packet and will give up retransmis-
sion after 𝜋 retransmissions. The probabilistic method is the proba-
bility 𝑝 of retransmission per lost packet. We also test the different
values of 𝑝 = {0, 0.1, 0.2, ..., 0.9}, 𝜋 = {0, 1, 2}, 𝜆 = {0, 1, 2, ..., 8}, and
the case that retransmits all packets.

We implement a simple simulator using libx264. In the simu-
lation, we suppose RTT is 15 ms, bandwidth is 40 Mbps, the loss
rate is 10% and the frame rate of the video is 30fps, taking from
the typical network conditions [9]. We suppose only one burst hap-
pens during the whole video. Then we use the video from YT-UGC
Dataset [11] as the test video, each with a duration of 20 seconds. In
Fig 4, the burst length is 8 frames and the simulation result shows
that our method reduces the SSIM loss with the same load time.
For example, if we limit the load time to 40ms, the SSIM loss of our,
deadline-aware and probabilistic method are 0.025, 0.075, and 0.14.

Then we set burst length from 1 frame to 16 frames in the exper-
iment following [9]. Fig 5 shows the performances of these three
methods with different burst lengths. We limit the load time to 40ms
and compare the SSIM loss results. Our method can achieve the
best result in all scenarios and reduce the SSIM loss with baselines
by 50%-95%.

4 Conclusion and Future Work
This poster proposes a content-aware loss recovery mechanism that
enables receivers to optimize the QoE when packet loss occurs by
only retransmitting important frames. The simulation experiment
demonstrates that our method breaks the trade-off between user
experience and load time.

For future work, one challenge is how to collect load time and
content information efficiently for live video streaming. Another
challenge is addressing the handling of more frequent and longer
bursts. Currently, we only consider the scenario where bursts occur
every 20 seconds.
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