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Dynamic networks

Ceiling mirror
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*Figures are partially borrowed from “FireFly: A Reconfigurable Wireless Data Center Fabric Using Free-Space Optics” in ACM
SIGCOMM 2014 and “Network topology design at 27,000 km/hour” in ACM CoNext 2019.

Dynamic network topology design

adapt to real-time traffic (efficient)
achieve shorter path length (high-performance)



Network Topology Design

Sophisticated modelling Graph theory-based heuristics

Long decision latency Sub-optimal performance

- Wiro [sigmetrics’19] takes minutesto - Greedily matching suffers >15%
solve ILP optimality gap within 4 steps

- Tree-based algorithm degrades
the performance (50 node) by

Lacking generalization ability ~30% against xWeaver
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- XWeaver [Sigmetrics’18] requires its
NN model be frequently retrained



Root cause

* Topology optimization is complicated!  Topology decision among
0(2”2) choices

- complex inputs i~

- huge action space

- NP-hard [sigmetrics1s] “IF' TensorFlow
Centralized algorithms
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* Centralized algorithms are inevitably
complicated




Our Contribution: HierTopo

* A hierarchical way

* Offload the aggregation of network
information to each node

* The global topology adjustment
algorithm could be kept simple

- global algorithm details please refer to
our paper

Topology decision among
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Design Challenge: constraints

* limits on the number of neighbors due to physical constraints

* Manually enumerating and ruling out all the invalid topologies is
time-consuming

* Incremental adjustment:
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Design Challenge: feeding local policy

* How to collect critical information for the local policy

* |lterating the local policy

Work node
/

lteration 1 lteration 2




Design Challenge: optimization goal

 optimization goals are hard to be explicitly expressed

Design choices:

* Local policy: polynomial function
- Expressive enough

* Optimization method: Genetic Algorithm
- GA does not require a smooth objective function



Please refer to our paper for design details
and theoretical analysis



Evaluation: Performance

e Traffic distribution

- dataset of cache workload in ¢ i ;ngosl_iree
Facebook © 4r—a— xWeaver
* Baselines ﬁ 3.5 Hers
- 1 graph theory baseline gi i $11.5%
- 2 optimization-based |
baselines % 2t B@er
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Evaluation: Generalization ability

* Generalize over network scale
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Policy_10, Policy_15, Policy_30: the local policy optimized
under 10-, 15-, and 30-node networks



Evaluation: Generalization ability

* Generalize over traffic demand distribution
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Evaluation: time overhead

* Millisecond-level decision latency e« Training / optimization time

runtime (ms)

23 ©5.00 o[ —=— motif A
21 52.80 gl A XWeaver  ,~
SV —v— HlerToBQ/

219 5

S 40.60 ]

© 17 23]

8 15 28 40 £3 A
13 16,20 o 1 V—V—V—V—V v /" v
11 0 - F.*./i

4.000 — .
12 16 20 24 28 32 36 40 10 20 30 40 50

N N



Takeaways

* Current topology design methods suffer a tradeoff between
performance and efficiency.

* HierTopo designs network topology in a hierarchical way.

- Decouple the problem into (local) network information aggregation and
(global) link decision.

* HierTopo constructs high-performance topologies efficiently and
has advantageous generalization ability
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Thank you!
Questions & comments?

j-chenl6é@tsinghua.org.cn



